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Abstract  
 

This paper presents the implementation of separating the linear and non-linear data using support vector machine (SVM) 

algorithm. First let us understand what linear and non-linear datasets are. Linear datasets are the data that can be easily 

separable using a straight line. Such data are usually easy to implement in Artificial Neural Networks as they require a 

smaller number of hidden layers for its computation. Less layers implies a smaller number of weights assigned to the 

nodes present between the layers and less amount of time needed is needed to compute and update the weights for the 

current neural network. Hence linear datasets are easy to train and model. Whereas non-linear datasets are those datasets 

which cannot be separated by a straight line. For such datasets more hidden layers and weights are required and also 

more time and computational power is needed for a system to update the weights and train the model to give a better and 

sophisticated output data. As a result, training and modeling such neural network is tedious due to its complexity. To 

solve this problem SVM comes into picture. SVM stands for Support Vector Machine which is a machine or an 

algorithm that helps in classification and diversifying the data given to it. The data provided to the Support Vector 

Machine (SVM) should be a labeled one. Then these datasets are given to a training model where the training process of 

the neural network is being undergone. Once the training is completed, the next step is to predict the output. For this 

process we have to provide a new data that may or may not belong to the dataset, so that the neural network can predict 

the output of it. If the prediction is wrong, again the training is done until we get the actual output matching with the 

desired output given by the designer for verification purposes. This is the basic working process under the SVM 

algorithm. The linear data that is used for this separation is an Iris dataset that contains various information about the 

different plant-life growing from 2002-2004.  
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2. INTRODUCTION 
Nowadays technological advances have 

boosted artificial networks to advance at a rapid speed. 

Integration of this advanced hardware with Artificial 

Neural Networks (ANN) are paving the road for 

different applications in areas such as control 

engineering, autonomous navigation and automated 

robotics [1]. This is possible only through extensive 

research in the fields of machine learning and artificial 

intelligence that we can use the systems for such 

advanced applications. The combination of the highly 

specialized hardware with latest help to build systems in 

a robust manner. One such type of networks used for 

data classification and implementation and data 

regression is known as a SUPPORT VECTOR 

MACHINE (SVM). An SVM is basically an algorithm 

that makes data analysis and classification easy and is 

also widely used in many of the ARTIFICIAL 

NEURAL NETWORKS (ANN) and Machine Learning 

for variables of multiple data [2-4]. The Fig. 1(a) is the 

Iris flower taken as the input for the linear data and the 

fig 1(b) is a circular construct for the non-linear data. 
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Fig. 1(a): Iris flower for linear data 

 
Fig. 1(b): Circular construct non-linear data 

 

 
Fig. 2(a): Outline of SVM 
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Fig. 2(b): Kernel function 

 

SVM can be classified into two distinct types: 

i. Simple (or) Linear SVM 

ii. Kernel (or) Nonlinear SVM 

 

i. Simple (or) Linear SVM: 

The linear type SVM is referring to a SVM 

that is commonly used for the classification of any 

linearly separated data. This suggests that a set of data 

can only be separated into various classes or categories 

with a singular straight line, in this case it is called a 

linear SVM, and the related data is called as linearly 

distinct or separable. Also, the classifier that separates 

the data is called a linear SVM classifier. A common 

SVM is generally used to help with categorizing 

address and analysis problems [5-7]. 

 

 
Fig. 2(c): Data segregation for a linear SVM 

 

ii. Kernel (or) Nonlinear SVM 

Nonlinear data that will not be classified or 

segregated into unique classes with the help of just a 

singular line is referred to as a NON-LINEAR SVM. 

Here, the classifier is called a nonlinear classifier. The 

classification process can be executed with the help of a 

nonlinear data by adding a few features into a certain 

higher dimension instead of relying on 2-D spaces. 

Here, the latest features fit the hyper-plane which helps 

to easily separate the classes/categories. KERNEL 

SVM‟s are generally used as they can handle 

optimization problems with multiple complex variables 

[8-10].  
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Fig. 2(d): Data segregation using Kernel function 

 

SVMs are known to be able solve complicated 

maths related problems. But smooth SVM is reserved 

for purposes like data classification because the 

techniques used for smoothing that reduces the data 

outliers and constructs a visible pattern are in use. Thus, 

for problems requiring optimization smooth SVMs use 

algorithm to handle a large dataset that general SVMs 

are not capable of doing. Smooth SVM types 

conventionally are for exploring mathematical 

properties like as strong convexity for better and precise 

classification of data, even for nonlinear data. For linear 

data, the chosen data sheet is an Iris data set which 

contains different parameters of an „Iris flower‟ like 

petal length, petal width, sepal length and sepal width. 

These parameters are taken into account to categorise 

the given data of flower into 2 sub-classes which are 

divided by a single hyperplane. Here it is considered 

that the length of the petal and the width of the petal are 

the primary indicators to segregate the flower data into 

its respective sub-classes [11-13]. 

 

 
Fig. 2(e): Flowchart of Iris flower classification 

 

In, this paper, we will try to analyse and 

implement to see a SVM by looking at the 

implementation using python, we also are looking at 

few of the significant implementation. For linear data 

we use tensor flow library and for the non-linear data 

we use the kernel functions to separate the data based 

on the variable conditions given. Similarly for non-

linear data the feature extraction can be viewed as the 

radius of the given non-linear data, in this case which is 

a data circle. The algorithm corresponding to the kernel 
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function considers the radius as its primary indicator 

and implements it to segregate the input data into 

distinct sub-brackets. Among all the kernel function 

available, in this case an RBF (Radius Bias Function) is 

selected as it has the highest accuracy and efficiency 

than compared to its counterparts [14, 15]. 

 

 
Fig. 2(f): Flowchart of Circular construct classification 

 

3. METHODOLOGY 
The simplest principle for the operation of the 

Support Vector Machine (SVM) are to generate a 

hyperplane that isolates a data set and convert to 

organised classes. We can consider a basic example. 

Suppose a given data set, we have to allocate green 

circles from blue rectangles. Then the agenda is to form 

an imaginary locus of points that divides data set into 

different classes, creating a distinct classification 

connecting the rectangles and circles [16, 17]. 

 

 
Fig. 3(a): Input unorganized data 

 

Now we can analyse the plane that segregates 

the two categories given above in fig 3(a), there can be 

multiple layers or planes which can perform the task. 

Thus, it complicates the best line which could be used 

to perform this task as we can see in the figure below. 
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Fig. 3(b): Intermediate of plane in data 

 

In the fig 3(b) mentioned above, we have a red 

and a green line and either can be an ideal line to 

partition the data into two classes, however we cannot 

ignore the fact that infinite number of lines or planes 

can be generated for the data and any of them can be the 

most efficient one. Therefore, according to this 

algorithm, observe the points that are nearest to either 

of the categories, thus the points are called support 

vectors. Thus, proximity between these points of locus 

and the cleave plane is known as Margin. So, the goal 

of the SVM algorithm is to enlarge the margin, when 

the margin arrives at its highest value, the hyper plane 

enhances the efficient result [18, 19]. 

 

 
Fig. 3(c): Linear data segregation by the hyperplane 

 

SVM model algorithm enlarges the void 

existing in between classifications by forming a precise 

resolve confinement as shown in fig 3(c). However, this 

data set was in 2-D, thus the hyperplane was linear. But 

when the data set is in a N-Dimensional cartesian space, 

we need to generate (N-1) D plane that separates the 

vector place into unlinked classes. The decision rule for 

SVM is defined in equation (1). 

 ⃗   ⃗⃗⃗      … (1)  

 

„x‟ is random point in data space of 

hyperplane.  ⃗  is vector of random point. To find 

position of „X‟ whether it lies on left or right side of the 

plane , we draw perpendicular line from origin to plane 

is called vector „ ⃗⃗⃗‟.The distance of „ ⃗⃗⃗‟ from origin to 

plane is denoted by „C‟. 

 ⃗   ⃗⃗⃗   
                                                 

 ⃗   ⃗⃗⃗                                          

 ⃗   ⃗⃗⃗                                          
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4. IMPLEMENTATION 
The attempt to implement the example dataset 

into two categories and try to find a hyperplane to 

separate the data by using the python language. 

Hyperplane can again be classified into soft-margin and 

hard-margin hyperplane Firstly, for simple or linear 

SVM we use the Tensorflow open-source library 

function that is used to build the given dataset model in 

the form of tensors. TensorFlow is an opensource 

software library. TensorFlow is a software library for 

numerical computations for flowgraphs.  

 Junctions on graphs are used to constitute 

algebraic operations. 

 Fringe on graph is used to display the multi-

dimensional array elements. 

 

We install the tensorflow open-source library 

by using the syntax; import tensorflow.compat.v1 as tf 

using, this tensorflow library we are easily able to 

separate the given dataset using a single hyperplane 

.The flowchart representation for the python code is as 

shown below for a linear SVM. 

 

 
Fig. 4(a): Flowchart of logic for linear and non-linear data classification 
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The following steps explain the logic used in 

linear and non-linear data classification and the same is 

presented in the flowchart shown in fig. 4(a). 

 We import all the required libraries and 

functions required to execute the SVM 

algorithm into the workspace. 

 Import the sample dataset that needs to be 

analysed, modified and separated into the 

workspace (program). 

 Check the dataset that was imported to make 

sure that every data has been successfully 

imported. 

 If no, then import the dataset again. 

 If yes, then proceed with the next step that is to 

initialize the train and test dataset. 

 After that, we test the given dataset and then 

test the accuracy of this dataset. 

 Now, the next step is to check and verify the 

test data. 

 If the data is not proper, then perform the 

training and testing of the data. 

 If the data is proper, the next step is to plot the 

output of the training set, the accuracy set and 

also the hyper-plane graph that segregates the 

dataset into two organised categories. 

 

Now, for nonlinear SVM we use kernel function which 

again has 3 parts namely: 

 Linear function. 

 Polynomial function. 

 Radius bias function (RBF). 

 

For our execution, we choose the kernel 

function which has more accuracy. That is in this case 

we use the RBF function. 

 

5. RESULTS AND VERIFICATION 
The fig 5(a) is the input data of the Iris flower 

transformed into construct form for the SVM algorithm 

to process the data and convert it into organised classes. 

From this we can analyse the python code required for 

the linear and non-linear data separation and understand 

the plot that it makes. The graph shown in figure 5(b) 

shows the output for separation of data using a single 

hyper-plane. The graph plotted shows the sepal length 

(vs) petal width values, in which the data is separated 

by a single hyper-plane that is represented in the graph 

by the red colour. Here the data has been separated as 

Iris setosa and Iris non-setosa by comparing the values 

of sepal length and petal width, the data has been 

successfully analysed and measured and classified into 

two classes. 

 

 
Fig. 5(a): Input data for Iris flower 
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Fig. 5(b): Output of the linear data of the Iris flower 

 

 
Fig. 5(c): Showing the Accuracy graph of train and test value 

 

 
Fig. 5(d): Loss per generations 

 

The graph in the fig.5(c) shown above is 

representing the loss per generation value. It is a graph 

plotted between loss (vs) generation graph. From this 

graph we can understand that the loss value for each 

generation is going low and at some point, in the 

generation value is almost o.1. 
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All these above diagrams show that the linear 

separation of data using SVM has been successfully 

implemented and executed. 

Now the input and output values for non-linear 

data separation is always as shown in the fig. 5(d). 

 

 
Fig. 5(d): Input of non-linear data 

 

The fig. 5(d) shown above is the input 

waveform that is obtained by using the circle equation. 

From the graph it is very clear that the data given is a 

non-linear data that cannot be separated by a single 

hyper-plane. So, in cases like this, we use a kernel 

function in this case “RBF” (Radius Bias Function). 
 

 
Fig. 5(e): 3-D graph for representing the output value 

 

The above fig. 5(e) shows a 3-D plot that 

shows the separation of 2 non-linear data using the 

kernel function (RBF) that shows how the data has been 

classified in a 3-D plane, where the blue line represents 

the outer/bigger circle and the yellow line represents the 

inner/smaller circle. 
 

 
Fig 5(f): 3-D graph showing the separation of nonlinear data 
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The above graph shows a 3-D plot that shows 

the separation of 2 non-linear data using the kernel 

function (RBF) that shows how the data has been 

classified in a 3-D plane, where the blue line represents 

the outer/bigger circle, and the yellow line represents 

the inner/smaller circle. 

 

6. CONCLUSION 
We have observed that the method used by 

SVM is an alternative to commonly used regression 

models especially for nonlinear data; it has an edge over 

logistic regression model in this aspect. But as a result, 

the computations time spikes, this is because the time 

required to study the subject thoroughly hence is not as 

prominent as logically regression model and the bonus 

performance is not significant enough to replace logical 

regression in mainstream. 

 

The higher performance also brings with it 

some potential risk so most strict institutions due not 

approve of SVMs use. From, the above project we can 

classify and implement data for linearly separable and 

non-linear SVM for data separation using python code. 

The main result, obtained from this project is that we 

were successfully able to classify and separate the data 

in SVM using python code and we were also able to 

analyse and understand the TensorFlow library used for 

linear data separation 

 

We were also able to analyse and understand 

the kernel functions that are to be used for non-linear 

data classification and separation. We were also able to 

grasp how to choose the kernel function required 

implementing the code and successfully classifying and 

separating data with maximum accuracy. We were also 

able to understand how SVM can be used in every-day-

to-day life and why it is being used in multiple fields 

including AI and machine learning also in various other 

day-to-day applications. Despite all the disadvantage of 

SVM it remains an important concept due to its 

conceptual and abstract point of view. This was one of 

the first methods which could be compared with human 

cognitive abilities to recognise and reconcile variables. 

Still, it is perceptual concept and cannot be used in real 

life applications and for intensively complex data 

applications, until some evolution or progress in the 

research for SVM.  
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