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Abstract

Several studies has reported the use of neural networks in the dynamic modelling and simulation of heavy duty turbines. However, focus on exhaust gas temperature a key indicator of turbine thermal health is yet to be made. In this paper the modelling of exhaust gas temperature using the non-linear autoregressive network and subsequent multi step prediction with data collected from GT13E2 turbine was embarked upon. Features which were statistically significant for EGT prediction were selected through stepwise regression. One hidden layer was sufficient to approximate the function and The optimal architecture for training was achieved by training the network with a fixed hidden neuron and varying time delay at the inputs and output. It is observed that the optimal performance is realized when the prediction is regressed at tapped input delay of 1 in open loop. 7 hidden neuron and 1 tapped delay is selected for function approximation after series of neurons ranging from 4-15 was tested. The appropriate model was carefully selected by utilizing the method of holdout cross validation, corrected Akaike Information Criterion and Schwartz Bayesian information criterion. The final architecture was trained, and converted to close loop NARX network where 100 time steps ahead prediction of EGT was made. Although it was observed that accuracy diminishes as prediction horizon increases, the chosen optimised architecture successfully predicted EGT 100 steps ahead with MAE of 2.9665 and RMSE of 3.9675. Therefore, the dynamic NARX model can be utilized for multistep ahead prediction in incidence of sensor malfunction at the turbine outlet of heavy duty gas turbines.
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1. INTRODUCTION

The exhaust gas temperature (EGT) is an important gas path performance characteristic of a gas turbine (GT) which is an indicator of the gas turbine's thermal health (Wang et al., 2015). This is because, there is a strong relationship between combustor temperature and EGT according to the Brayton thermodynamic cycle. As a result, EGT is frequently utilized as a measurable parameter for gas engine monitoring, fault diagnosis, and maintenance decisions (Wang et al., 2015). It is often recommended that the maximum temperature during the transition phase should not exceed 80% of the reference temperature because overheating causes an increase in exhaust temperature, and beyond specific overheating limits, a risk of destruction exists for the hot part, particularly the gas turbine's internal combustion chamber, the nozzle, and possibly the moving blades. Furthermore, temperature monitoring in the combustion chamber is difficult to achieve, to prevent damage to the hot parts, a temperature control is applied, with the outlet temperature of the power turbine frequently employed as a control variable (Saadat et al., 2021).

Gas turbine supervision and control are complex roles that necessitate a high level of expertise coupled with the difficulty of developing a detailed mathematical model, as well as the randomness, fluctuating behaviour of the variable to be managed in this machine, and continuous availability of experts at all locations adds to the complexity of gas turbine supervision. Data-driven strategies has become more prevalent as artificial intelligence (AI) and big data techniques has proved to be useful in solving gas
turbine engine problems. Many major turbine manufacturers, including GE, Rolls-Royce, and Pratt & Whitney, have implemented AI and machine learning technology for condition monitoring and predictive maintenance in their aero derivative engines and gas turbines (Bai et al., 2020).

Data-driven fault detection and diagnosis solutions use past data to extract information and do not rely on nonlinear model accuracy (Wang et al., 2019 & Pan 2020). Black box, grey box, and white box models are often used for modelling GT and predicting EGT dynamics behaviour during the part loading phase. Coupled and dynamic thermodynamic relations, energy balancing, and linearization approaches are frequently utilized with white box models. Moreover, when there is insufficient information on the mechanics of the system, black box models like the non-linear autoregressive network with exogenous input (NARX) are used (Bahlawan et al., 2017).

Several authors have adopted white box mathematical model, grey box and black box methodology in predicting EGT in GT and Internal combustion engines (ICE). Shabakhthi et al., (2010), adopted white box mathematical model and predicted exhaust gas temperature on a homogenously charged compression ignition (HCCI) engine and spark ignition (SI) engine at both steady and transient state. Their research showed that the predicted EGT is independent on engine load for HCCI engines but, highly load dependent for SI engines. The thermal health condition of an industrial gas turbine was substituted with predicted EGT by Wang et al., (2014). In the proposed report a fusion technique was adopted by fusing fuzzy C means clustering and support vector machine. Open loop dynamic NARX network model was utilized by Asgari et al., (2016), for simulating the start-up of heavy duty gas turbines (HDGT). The developed model was able to predict turbine EGT one step ahead at a time in addition to three other features from the turbine. Hadroug et al., (2017), made use of grey box model to integrate Rowen mathematical model with artificial neuro fuzzy inference system (ANFIS) in predicting, controlling EGT and speed in HDGT. Oluibile et al., (2018), identified EGT as a capstone on the thermal health state of turbines. In the research the authors utilized white box technique to model EGT output for a low power gas turbine (LPGT). The researchers attempted to improve the performance and control strategy that regulates EGT from ramping beyond its critical temperature. Bahlawan et al., (2018), developed an open loop NARX network for the modelling and simulation of transient behaviour of EGT and other selected features in HDGT with three start up scenarios which include: hot, warm, and cold start-up. Moreover,

the authors were limited in the availability of independent features, although only one step ahead prediction of EGT was reported. Research work on multistep ahead prediction using black box NARX network has been investigated by a handful of researchers in different research areas. Sholahudeen et al., (2019), utilized an optimized close loop NARX network of seven time delays and 4 hidden neurons in making 20 steps ahead prediction of superheat temperature and cooling capacity in vapour compression air conditioning systems. Intermediate exhaust gas temperature was predicted in the modelling of Siemens aero derivative gas turbine engine (SGT-ADGTE) by Ibrahim et al., (2019), in addition to four other features. In the research Series parallel NARX network was compared with FFNN in the modelling of the Aero Derivative GT engine (ADGTE) and the dynamic open loop NARX network outperformed the FFNN in the representation of the dynamic response of the intermediate EGT in the Siemens ADGTE and a circumferential temperature distribution model to simulate EGT at varying defective scenarios was proposed by Liu et al., (2021). They tried to improve the sensitivity of combustor fault detection through the simulated EGT.

In order to monitor the turbine EGT effectively a nonlinear machine learning approach with the dynamic NARX network is therefore proposed as turbine transient performance has a direct impact on component life and performance. The use of this modelling approach which utilize information at antecedent time step allows for the setting up of a powerful simulation tool that can also be used for the real time control and diagnosis of GT thermal sensors. The main contribution of this paper is a general methodology for feature and model selection and close loop multistep prediction of EGT at part loading. Cross validation and probabilistic criterion was utilized for model selection while stepwise regression is adopted for feature selection. The trained open loop NARX network was converted to close loop network for many steps ahead prediction of the EGT. The approach utilised in this paper for feature, model selection and eventual multistep ahead prediction can be applied in similar time series processes.

2. METHODOLOGY

2.1 MODEL DESCRIPTION

The turbine chosen for this experiment is the GT13E2 single shaft power gas turbine cited in Afam power station in Rivers State, Nigeria. The model specification by design of the General Electric (formerly Alston) GT13E2 power gas turbine is as follows:
Table 1: Model specification of GT13E2 gas turbine (Afam Power Plant, 2021)

<table>
<thead>
<tr>
<th>Specification</th>
<th>Minimum Value</th>
<th>Maximum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency</td>
<td>-</td>
<td>38%</td>
</tr>
<tr>
<td>Turbine Outlet Temperature</td>
<td>0°C</td>
<td>700°C</td>
</tr>
<tr>
<td>Compressor Outlet Temperature</td>
<td>0°C</td>
<td>600°C</td>
</tr>
<tr>
<td>Load Generator Active Power</td>
<td>-18MW</td>
<td>198MW</td>
</tr>
<tr>
<td>Flow Rate</td>
<td>0 Kg/s</td>
<td>15 Kg/s</td>
</tr>
<tr>
<td>Rotational Speed</td>
<td>0 RPM</td>
<td>3000 RPM</td>
</tr>
<tr>
<td>Compressor Inlet Temperature</td>
<td>-40°C</td>
<td>80°C</td>
</tr>
<tr>
<td>Compressor Inlet Pressure</td>
<td>60 KPA</td>
<td>110 KPA</td>
</tr>
<tr>
<td>Compressor Outlet Pressure</td>
<td>0 KPA</td>
<td>KPA</td>
</tr>
</tbody>
</table>

2.2 Data Acquisition

Power generation facilities are often designed to have a capacity sufficient for the rated load. But often times they are made to run under a partial load; a load lower than its generation capacity (IHI Corporation, 2017). GT13E2 turbines system is able to change its loading levels to either full load or part load depending on the external energy demand. The turbine is ramped up from 49.941 MW to 79.288MW during the dynamic partial load operation when the acquisition was made. During this period it was observed that the turbine has attained full speed but was transitioning from part load to its rated load. The data was retrieved at 1s interval after which 1608 data points were retrieved at a duration of 26.80 minutes.

2.3 Feature Selection

Models can have reduced performance due to the irrelevant predictors causing excessive model variation. Feature selection techniques improves models by reducing the unwanted noise of extra variables (Kuhn & Johnson, 2020). Moreover to ensure that variables which are statistically significant are introduced for neural network modelling, feature selection through stepwise regression was chosen. In this study stepwise regression was adopted as an attribute selection methodology. Stepwise regression involves adding and removing components from a multilinear model according to their statistical significance. Step wise fit estimates the model coefficients using the least squares approach in each stage of the procedure. Following the addition of a term to the model at an earlier stage, the algorithm may eventually remove the item if it is no longer useful when combined with other terms added later. When no single step improves the model, the procedure ends (Mathworks, 2019). Stepwise regression has been adopted by Guerci (2017), and Qi et al., (2016) for feature selection. In this study the algorithm for stepwise regression is presented.

2.3.1 Algorithm

As reported by Qi et al., 2016 the process is explained in three steps.

Step 1

Initial linear regression equation

\[ y = b_0 + b_1x_1 + b_2x_2 + \ldots + b_nx_n \]  

Suppose there are \( n \) candidate variables for \( m \) samples. The raw data matrix is \( x = (x_{ij})_{n \times m} \).

Where \( x_i \) is the \( i \)-th variable.

Step 2

Wrapper/Stepwise selection

\[
S_{ij} = \sum_{k=1}^{m} X_{jk}X_{ik} - \frac{\sum_{k=1}^{m} X_{jk} \sum_{l=1}^{n} X_{lk}}{m}
\]  

\[
S_{iy} = \sum_{k=1}^{m} X_{jk}X_{ik} - \frac{\sum_{k=1}^{m} X_{jk} \sum_{l=1}^{n} X_{ij}}{m}
\]

\[ i, j = 1, 2, \ldots, n \text{ i,j are arrays starting from 1 to } n \text{ and } S \text{ is the number of variables included in the equation.} \]

Correlation coefficients between independent variables and dependent variable \( y \) are:

\[
ziy = \frac{s_{iy}}{\sqrt{s_{ii} s_{yy}}} \geq 0.5 \]  

\[
ziy = \frac{siy}{\sqrt{liy lyy}} \geq 0.5 \]

The variance contribution of each variable is \( v_r = \frac{x^2}{2^2} \).

Set \( v_r = \max \{ \text{vi} \} \) then solve \( F = (m-s-1)v_r/e \), where, \( e = \text{square of residuals} \). For first screening, \( e = \text{max} \). Where \( r \) is the \( r_{th} \) included or removed variable. If \( F \geq 0.05 \), include the variable \( x_i \) in the equation, or else remove \( x_r \).

Calculate \( v_r(s+1) = \max \{ \text{vi} \} \), and \( F = (m-s-2)\frac{v_r(s+1)}{e(s-v_r(s+1))} \). If \( F(s+1) \geq 0.05 \), include the variable \( x_i \) in the equation, and change the correlation matrix. Let \( v_r = \max \{ \text{vi} \} \), where \( x_i \) is the variable already in the equation, \( Fr = (m-s-1) v_r(e(s)) \). If \( Fr \leq 0.05 \),
remove the variable \( x_r \) from the equation, otherwise include the variable.

**Step 3**
If any of the model's terms have \( p \)-values higher than the exit tolerance, eliminate the one with the highest \( p \)-value and proceed to step 2; otherwise, stop. Resume the process until no more variables can be added or subtracted from the equation. As a result of this, the linear regression equation is as follows:

\[
y = b_0 + b_1 x_1 + \ldots + b_y x_y + \ldots + b_r x_r,\]

and the variables left in the equation are the qualified variables.

### 2.3.2 Final Feature Selection
The parameters to be measured directly from the IPGT includes the independent and dependent features after feature selection include:

**Independents features**
1. Network load (MW),
2. Compressor inlet stagnation pressure (CIP KPA),
3. Compressor inlet temperature (CIT K),
4. Fuel flow rate (Kg/s)

**Dependent Features**
1. Exhaust gas temperature (\( EGT \) K)

### 2.4 Training Methodology
The software utilized for training is MATLAB™ 2019a and the NARX model was implemented with the help of the feed forward neural network for function approximation \((f)\). However the NARX neural network model is established by introducing the time delay module and the output feedback to establish the dynamic recurrent network (Xui & Zang, 2017). The data is sectioned into three partitions where 70 percent is used for training, 15% is used to validate generalization and to ensure training stops before overfitting while the remaining 15% is used as a wholly non-independent test of network generalization. A tan sigmoid transfer function is set in the hidden layer while a liner transfer function is present in the output layer to determine layers output from net input (Boussada et al., 2018). Trainlm is introduced as training function because it is regarded as the fastest BPP algorithm in Statistics and Machine Learning Toolbox (2019a) and often recommended as a first choice for supervised learning. The momentum parameter ‘\( \mu \)’ is set as 0.001 and at an incremental interval of 10, this is to provide a good balance so performance can be improved. Furthermore validation checks was introduced as a stopping criterion when the validation vectors fails to improve or remains the same (Khamis and Nabilah, 2014). The number of validation checks when error rate begins to increase is set to 6; this check is set to prevent overfitting of the network. Tapped delay lines at the input \( u(t) \) and output \( y(t) \) was experimented with by varying number of delays from 1 to 5 using 9 fixed neuron in the hidden layer to determine the delay that would yield the optimum performance in the time delay range. Figure 1 shows the flowchart for training the NARX model in both open and closed loop.

![Figure 1: methodology for NARX model multistep prediction](image-url)
2.5 Model Evaluation

In the regression setting, the most commonly-used measure is the mean squared error (MSE), root mean squared error (RMSE) and mean of absolute error (James et al., 2016), given by

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - f(x))^2$$  

The RMSE is given by:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - f(x))^2}$$  

While the MAE calculates the absolute difference between actual and predicted values. It is given thus:

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  

2.6 Model Selection

For model selection to be done appropriately the following selection criterion is introduced:

**Hold Out Cross Validation**

The holdout method splits the dataset into three parts, a training set, validation and an independent test (Raschka, 2020).

**Probabilistic Model Selection**

Corrected Akaike’s Information Criterion (AICc), and the Schwarz Bayesian Information Criterion (BIC) was also utilized for model selection. They are made up of a goodness-of-fit term and a penalty term to prevent overfitting, and they give a standardized method for balancing sensitivity and specificity (Dziak et al., 2017). The formula for calculating the schwartz BIC and corrected AIC can be found in equations 9 and 10.

$$\text{SBC} = n \cdot \log(\text{RSS}/n) + k \cdot \log(n)$$  

$$\text{AICc} = n \cdot \log(\text{RSS}/n) + \frac{(n + p)}{1 - \frac{(p + 2)}{n}}$$  

Given that n is the number of data points and k is number of parameters or degrees of freedom, and RSS is the residual sum of squares.

3. RESULT AND DISCUSSION

Four independent features is selected as input variables which include: fuel flow rate in kg/s, compressor inlet temperature in kelvin, compressor inlet pressure and network load is introduced as input variables while turbine exhaust temperature was chosen as the dependent feature. Subset selection was done with the Statistical toolbox in Matlab 2019a. At the end the algorithm suggested that the four independent features were statistically significant given that their values did not exceed the maximum threshold of $p < 0.05$.

<table>
<thead>
<tr>
<th>Features</th>
<th>Coeff</th>
<th>Std.Error</th>
<th>P value</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIP</td>
<td>-126.465</td>
<td>18.3415</td>
<td>7.72E-12</td>
<td>in</td>
</tr>
<tr>
<td>FR</td>
<td>-10.4858</td>
<td>1.26</td>
<td>1.82E-16</td>
<td>in</td>
</tr>
<tr>
<td>CIT</td>
<td>-4.2132</td>
<td>0.7877</td>
<td>1.05E-07</td>
<td>in</td>
</tr>
<tr>
<td>Load</td>
<td>2.509</td>
<td>0.0507</td>
<td>0.00E+00</td>
<td>in</td>
</tr>
</tbody>
</table>

Figure 2: Plot of four independent variables with the extended data points (red)
Table 3: result for delays with 9 fixed neurons

<table>
<thead>
<tr>
<th>DELAY</th>
<th>T MSE</th>
<th>Train MSE</th>
<th>SBC</th>
<th>AICc</th>
<th>SSE</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1596</td>
<td>0.14898</td>
<td>-1563.15</td>
<td>-814.99</td>
<td>157.17</td>
<td>6.40E+01</td>
</tr>
<tr>
<td>2</td>
<td>0.2337</td>
<td>0.14249</td>
<td>-1295.01</td>
<td>-753.79</td>
<td>150.19</td>
<td>109.00</td>
</tr>
<tr>
<td>3</td>
<td>0.2439</td>
<td>0.16452</td>
<td>-828.61</td>
<td>-483.45</td>
<td>173.24</td>
<td>154.00</td>
</tr>
<tr>
<td>4</td>
<td>0.6195</td>
<td>0.18457</td>
<td>-392.85</td>
<td>-231.10</td>
<td>194.17</td>
<td>199.00</td>
</tr>
<tr>
<td>5</td>
<td>0.3381</td>
<td>0.16215</td>
<td>-217.53</td>
<td>-223.25</td>
<td>170.75</td>
<td>244.00</td>
</tr>
</tbody>
</table>

The performance metric used in the assessment of the models are the holdout cross validation with MSE as performance metrics, corrected Akaike information criterion (AICc) and the Schwartz Bayesian Interpolation Criterion (BIC). The training was done in open loop with nine fixed neurons and the delays were varied from 1 to 5. The training for five of the time delay architectures was carried out several (7) times in order to obtain the optimal networks that generalises unseen data well. Moreover the validation performance is not reported as the validation data set is usually used for hyper parameter tuning and weight adjustment therefore making its result biased. During the process of training they were extreme overfitting cases and instances where the fit is unknown. The unknown fit was as a result of the test performance error being overwhelmingly smaller than the training error. As a result of these issues models restrictions were placed in the recording of the result. Training to test error ratio in the range higher than four and test to training performance ratio lower than 2 is rejected and were not reported.

The hold out cross validation approach suggested that although the minimum training MSE is at delay 2 it did not succeed in outperforming the model with 1 delay because; the 1 time delay model is able to generalize better than the 2 time delay model with a MSE test performance of 0.1596. Moreover; the two interpolation criterions suggested the network with 1 delay should be selected because relative to other models it has the least BIC value of -1563.15 and corrected AIC of -814.99.

Figure 3: Plot of training epochs and MSE performance for the 1 time delay architecture

Table 4: Result for neurons with fixed delay

<table>
<thead>
<tr>
<th>Neurons</th>
<th>Test</th>
<th>Train</th>
<th>SBC</th>
<th>AICc</th>
<th>SSE</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.2282</td>
<td>0.1423</td>
<td>-1855.05</td>
<td>-940.11</td>
<td>150.14</td>
<td>29.00</td>
</tr>
<tr>
<td>5</td>
<td>0.1584</td>
<td>0.1357</td>
<td>-1856.45</td>
<td>-975.29</td>
<td>143.18</td>
<td>36.00</td>
</tr>
<tr>
<td>6</td>
<td>0.2806</td>
<td>0.1578</td>
<td>-1648.83</td>
<td>-801.24</td>
<td>166.45</td>
<td>43.00</td>
</tr>
<tr>
<td>7</td>
<td>0.1734</td>
<td>0.1203</td>
<td>-1885.94</td>
<td>-1071.72</td>
<td>126.94</td>
<td>50.00</td>
</tr>
<tr>
<td>8</td>
<td>0.1499</td>
<td>0.1741</td>
<td>-1447.70</td>
<td>-666.63</td>
<td>183.64</td>
<td>57.00</td>
</tr>
<tr>
<td>9</td>
<td>0.4040</td>
<td>0.1303</td>
<td>-1704.45</td>
<td>-972.08</td>
<td>137.47</td>
<td>64.00</td>
</tr>
<tr>
<td>10</td>
<td>0.1817</td>
<td>0.1620</td>
<td>-1426.05</td>
<td>-710.60</td>
<td>170.90</td>
<td>71.00</td>
</tr>
<tr>
<td>11</td>
<td>0.1929</td>
<td>0.1271</td>
<td>-1633.30</td>
<td>-950.32</td>
<td>134.08</td>
<td>78.00</td>
</tr>
<tr>
<td>12</td>
<td>0.1984</td>
<td>0.1623</td>
<td>-1326.57</td>
<td>-675.82</td>
<td>171.23</td>
<td>85.00</td>
</tr>
</tbody>
</table>
For the second phase of the model selection process, the optimal number of hidden neurons for the model was determined by training (4-12 hidden neurons) seven times with the input and target series to the network regressed on the first(1) time delay as suggested from table and figure. The result shows that the optimal architecture for the model is the model with 7 neurons in the hidden layer and 1 time delay. Similar to table models that were significantly overfit and whose fit were unknown were not reported. The best architecture had the least training performance error and the corresponding test error is not significantly higher than the training error. Furthermore, the architecture had the least AICc and BIC values. This shows that the chosen model has a good bias variance trade off and the network generalizes well even when unseen data is being introduced.

![Figure 4: Best performance with 7 hidden neurons & 1 time delay](image)

![Figure 5: Time-series response of predicted EGT](image)

### 3.1 Multistep Ahead Prediction

**Table 5: Architecture and performance of multistep ahead prediction**

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuron</td>
<td>7</td>
</tr>
<tr>
<td>Time Del</td>
<td>1</td>
</tr>
<tr>
<td>MSE</td>
<td>15.7414</td>
</tr>
<tr>
<td>MAE</td>
<td>2.9665</td>
</tr>
<tr>
<td>RMSE</td>
<td>3.9675</td>
</tr>
<tr>
<td>Training</td>
<td>0.1066</td>
</tr>
</tbody>
</table>

The network is retrained using the best model architecture but the entire data set is used for training (1:1508). To make 100 steps ahead prediction, the network was converted from open loop to closed loop where 1509:1608 of EGT data points was predicted from past predicted values of output ($y(t)$) time series fed back as input to the network, in addition to the use of present and past values of the input data. It is observed as the prediction interval increases or as time progresses into the future, model accuracy or ability to predict into the future decreases. The close loop model...
is able to predict 100 steps ahead with RMSE of 3.9675 of exhaust temperature in kelvin and MAE of 2.9665 kelvin in exhaust gas temperature deviation.

4. CONCLUSION

The Modelling and multistep ahead prediction of EGT from GT13E2 turbine was successfully achieved by the use of NARX network. Stepwise regression was adopted as feature selection strategy to check for irrelevant predictors and unwanted noise from irrelevant variables that could lead to excessive model variation. Training was carried out in three stages. In the first phase, the best time delay response architecture was selected on a range of 1-5 and it was observed that the network performed best with 1 time delay response. Furthermore; since the neuron at the output and hidden layer remains fixed the number of hidden neuron was selected at the second stage by exhaustively training 4-15 neurons at the hidden layer seven times to obtain the best result. 7 hidden neuron and 1 time delay response was chosen as the best NARX architecture from 4-15 hidden neuron, because it had a good trade off of bias and variance and moreover they had the least corrected AIC and BIC values. The chosen architecture was retrained with the whole data set starting from 1 to 1508 time series data points in seconds. However; the multistep ahead prediction was achieved by converting the final trained model to closed loop and predicting 100 steps ahead from 1509 to 1608 data points, where the performance is 2.9665 in MAE and 3.9675 in RMSE. It was observed that as the prediction interval increases the error rate tends to increase. Therefore; it is recommended that further research should carried out to combat the challenge of extrapolation, and approaches to uncertainties of neural networks to improve the forecasting horizon of time series networks.
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