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Abstract  
 

Organizational crisis communication on social media has become critical for reputation management, yet systematic 

empirical evidence remains limited. This study employs Natural Language Processing and machine learning to analyze 

17,500 tweets from 50 major organizational crises across 14 industries. Using multi-model sentiment analysis (VADER, 

TextBlob), emotion detection (NRC Lexicon), and 14 machine learning algorithms, we investigate communication 

strategies, sentiment patterns, and predictive modeling of message effectiveness. Results reveal organizations 

predominantly employ information-focused strategies (61.7%), with a moderate sentiment gap between firm 

communications (TextBlob polarity: 0.164) and public responses (-0.002). Sentiment shows negligible correlation with 

total engagement (r = -0.000), though negative sentiment generates significantly higher engagement than positive sentiment 

(t = -2.148, p = 0.032). Machine learning achieves modest predictive accuracy (53.07%, Naive Bayes), demonstrating both 

potential and limitations of AI-assisted crisis management. This research contributes computational evidence to crisis 

communication theory, establishes methodological innovations for large-scale text analysis in IS research, and provides 

realistic assessments of data-driven crisis management capabilities.  

Keywords: Natural Language Processing, Machine Learning, Crisis Management, Stakeholder Engagement, Sentiment 

Analysis. 
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INTRODUCTION 
Organizational crises—data breaches, product 

recalls, ethical scandals, and operational failures—pose 

substantial threats to corporate reputation and 

stakeholder trust [1,2]. Social media has transformed 

crisis communication from controlled messaging to 

dynamic, multi-stakeholder conversations unfolding in 

real time [3]. X.com, with its immediacy and viral 

potential, has emerged as critical infrastructure where 

organizations must respond rapidly to crises and manage 

reputational damage in full public view [4]. 

 

 Despite proliferation of crisis communication 

research, the Information Systems literature faces 

persistent challenges. First, most studies rely on single-

crisis case studies or small-scale experiments, limiting 

generalizability [2]. Second, systematic large-scale 

analyses remain scarce, with limited understanding of 

which linguistic features drive stakeholder engagement 

[5]. Third, the feasibility of predictive models for crisis 

communication effectiveness remains unexplored [5]. 

Fourth, publication bias toward significant findings may 

create unrealistic expectations about communication 

strategy effectiveness [7]. 

 

This study addresses these gaps by employing 

Natural Language Processing and machine learning to 

analyze crisis communication at unprecedented scale. 

We examine 17,500 tweets (2,500 organizational, 15,000 

stakeholder) from 50 crises spanning 14 industries, using 

advanced sentiment analysis, emotion detection, and 
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comprehensive machine learning evaluation with 14 

algorithms. 

 

Information Systems Perspective 

This research contributes to IS scholarship by 

examining crisis communication as a socio-technical 

phenomenon where platform affordances, algorithmic 

content moderation, and organizational information 

systems intersect with human communication behavior. 

Unlike traditional communication studies focusing 

solely on message content, we investigate how digital 

platforms shape organizational crisis response through 

technical constraints (character limits, real-time 

visibility), governance mechanisms (content policies, 

legal liability frameworks), and data-driven decision 

support systems. Our computational approach 

demonstrates how IS research methods—large-scale text 

analytics, machine learning, and systematic algorithmic 

evaluation—can illuminate organizational behavior in 

digital contexts, contributing to broader IS conversations 

about platform governance, organizational transparency 

in digital ecosystems, and AI-assisted strategic 

communication. 

 

Research Contributions 

This research makes four contributions to IS 

scholarship: 

1. Large-Scale Empirical Evidence: 

Comprehensive analysis of organizational crisis 

communication patterns across 50 diverse 

events, revealing dominant strategies, 

sentiment characteristics, and industry-specific 

approaches with statistical rigor across 17,500 

tweets. 

2. Methodological Innovation: Demonstrates 

application of multi-model NLP techniques 

(TextBlob, VADER, NRC Lexicon) and 

ensemble machine learning (14 algorithms) to 

organizational communication research, 

establishing replicable protocols for 

computational analysis with human validation 

(Cohen's κ = 0.87, 0.73). 

3. Realistic AI Assessment: Develops and 

evaluates predictive models achieving moderate 

accuracy (53.07%), demonstrating both 

promise and limitations of current AI-assisted 

approaches. Transparent reporting of near-zero 

MCC (0.0617) and Kappa (0.0613) values 

contributes realistic expectations about data-

driven crisis management. 

4. Counter-Intuitive Findings: Documents that 

negative sentiment generates significantly 

higher engagement than positive sentiment (t = 

-2.148, p = 0.032), challenging conventional 

assumptions about optimistic messaging 

effectiveness and contributing to theory 

development on stakeholder engagement 

dynamics. 

 

LITERATURE REVIEW 
Crisis Communication Theory 

Situational Crisis Communication Theory 

(SCCT) proposes organizational responses should match 

stakeholder responsibility attributions [1]. SCCT 

identifies three primary strategies: denial (distancing 

from crisis), diminishment (minimizing severity), and 

rebuilding (compensation/corrective action) [8]. 

Extensions include apology, compassion, transparency, 

and information-sharing [9,10]. Image repair theory 

further emphasizes the importance of timely responses 

and strategic message framing to restore organizational 

credibility [11,31]. 

 

Traditional principles emphasize rapid 

response, consistency, empathy, and transparency 

[11,12]. However, these emerged from traditional media 

contexts and may not fully account for social media's 

distinctive characteristics: interactivity, immediacy, and 

virality [4]. While recent scholarship explores digital 

effects [3], systematic computational analyses remain 

limited. 

 

Social Media and Crisis Communication 

Social media enables direct organization-

stakeholder interaction during crises [13]. X.com serves 

as particularly critical infrastructure due to real-time 

nature and information diffusion capacity [14,15]. The 

platform's functional building blocks—identity, 

conversations, sharing, presence, relationships, 

reputation, and groups—create unique affordances for 

crisis communication [16]. Research shows 

organizations primarily use X.com for information 

dissemination, engagement, and reputation defense [4]. 

Effective communication requires authenticity, 

transparency, and emotional engagement [7,17]. 

 

Social media's role extends beyond 

organizational messaging to encompass real-time 

situational awareness during crises. Studies of natural 

disasters demonstrate how microblogging platforms 

enable rapid information sharing among affected 

populations and emergency responders [15,18]. 

However, relationships between strategies and 

stakeholder responses remain complex and context-

dependent, with many studies reporting mixed or non-

significant findings receiving less attention [9]. This 

potential publication bias may create unrealistic 

expectations about strategy effectiveness. 

 

NLP in Crisis Communication 

Natural Language Processing enables large-

scale textual analysis impossible through manual coding 

[6]. Sentiment analysis—computational identification of 

opinions in text—enables systematic examination of 

messaging and reactions [19]. Advanced techniques 

including emotion detection enable nuanced 

characterization [20]. TextBlob provides accessible 

pattern-based sentiment analysis widely adopted in 

social media research [21]. while VADER offers social 
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media-optimized lexicons specifically designed for short 

informal texts [19]. 

 

Recent studies demonstrate NLP value:[5] 

found emotionally charged messages generate higher 

engagement; [22] demonstrated automated crisis 

monitoring feasibility during the Woolwich terrorist 

attack. Social media analytics enable real-time crisis 

tracking and stakeholder sentiment monitoring [23]. 

However, comprehensive analyses across industries 

remain limited [3,25]. 

 

A critical gap involves tendency to emphasize 

positive findings while underreporting non-significant 

results [6], potentially leading to inflated expectations 

about NLP capabilities. This publication bias particularly 

affects understanding of what makes online crisis content 

viral and engaging [24]. 

 

Machine Learning for Communication Prediction 

Machine learning applications in organizational 

communication remain early-stage, with limited 

evidence on predicting effectiveness [6]. Random 

forests, first introduced by Breiman (2001), have become 

standard ensemble methods for classification tasks, 

while deep learning approaches require substantial 

training data to avoid overfitting [27]. A fundamental 

challenge involves inherent complexity and context-

dependency of stakeholder responses [1]. Crisis severity, 

organizational reputation, media attention, and 

contextual factors influence outcomes beyond 

measurable text features [2], suggesting moderate 

accuracy may represent realistic expectations rather than 

methodological failures. 

 

Research on crisis communication during 

specific events, such as the Fukushima nuclear disaster, 

demonstrates how medium type, crisis characteristics, 

and emotional responses interact in complex ways [28]. 

The integration of social media into crisis management 

workflows represents an evolving practice requiring 

careful consideration of information quality and rapid 

dissemination needs [29].  

 

Recent studies demonstrate machine learning's 

effectiveness in predicting stakeholder behavior across 

diverse contexts, from mobile financial services adoption 

[35] to social media engagement patterns, establishing 

computational methods as reliable tools for 

understanding complex human-technology interactions.  

 

Research Gaps 

Four critical gaps motivate this research: 

1. Limited generalizability: Single-crisis studies 

restrict pattern identification [2], [30]. 

2. Measurement validity: Survey measures lack 

ecological validity of actual behavior [10], [25]. 

3. Predictive capability assessment: Rigorous ML 

evaluation remains limited [6],[23]. 

4. Publication bias: Tendency toward significant 

results may inflate expectations [9], [24]. 

 

This study addresses four interrelated research 

questions examining organizational crisis 

communication on X.com. RQ1 investigates how firms 

use X.com to communicate during crises by analyzing 

communication strategy distributions, sentiment 

characteristics, industry patterns, and emotional tone in 

organizational messaging [4,16]. RQ2 examines the 

relationship between sentiment, emotional tone, and 

stakeholder engagement, specifically whether sentiment 

polarity correlates with engagement metrics and whether 

different sentiment categories generate different 

engagement levels [5,24]. RQ3 explores whether 

different communication strategies—information, 

apology, rebuilding, and bolstering—generate different 

stakeholder responses by correlating these strategies with 

varying levels of public engagement [31,28]. RQ4 

assesses whether machine learning can predict crisis 

communication effectiveness by evaluating prediction 

accuracy using text-based features, feature importance, 

comparative algorithm performance, and realistic AI-

assisted optimization feasibility [26]. 

 

METHODOLOGY 
Data Collection 

Crisis Event Selection 

We identified 50 major organizational crises 

spanning 2018-2023, ensuring diversity across multiple 

dimensions: crisis type, industry sector, organizational 

size, and temporal range. The selection criteria 

prioritized: (1) substantial media coverage, (2) clear 

organizational responsibility, (3) social media discourse 

availability, (4) industry diversity, and (5) crisis type 

representation. 

 

Industry Distribution:  

The sample comprised organizations from 14 

sectors: Technology (9), Automotive (6), Food & 

Beverage (6), Financial Services (5), Airlines (4), 

FinTech (3), Healthcare (3), Pharmaceutical (3), Energy 

(3), Entertainment (3), Retail (2), Aerospace (1), E-

commerce (1), and Fitness (1). 

 

Crisis Types:  

The dataset encompassed diverse crisis 

scenarios including data breaches, product recalls, 

service failures, cybersecurity incidents, ethical 

controversies, environmental disasters, food safety, 

fraud and scandals, product safety issues, workplace 

culture issues, regulatory violations, pricing 

controversies, political controversies, financial 

collapses, customer service failures, public health 

incidents, product defects, employee misconduct, 

content controversies, social responsibility failures, labor 

relations, market controversies, aviation disasters, and 

aviation controversies. 
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Tweet Collection 

Firm Tweets: We collected 570 official 

communications from organizational accounts (n = 

2,500). 

 

Public Tweets: A total of 300 stakeholder responses 

were gathered, mentioning organization/crisis hashtags 

(n = 15,000). 

 

Total Dataset: The final dataset comprised 17,500 

tweets across 50 crises spanning a temporal range from 

2018-2023 for X.com data, with additional tweets 

collected from 2015-2021 for academic research access. 

 

Multi-Model Sentiment Analysis 

TextBlob Sentiment Analysis 

TextBlob provides pattern-based analysis using 

lexicon and rule-based approaches [21]. The model 

generates polarity scores ranging from -1 (most negative) 

to +1 (most positive), categorizing sentiments as 

subjective (0 for objective to 1 for subjective) through 

VADER Sentiment Analysis. 

 

VADER (Valence Aware Dictionary and 

sEntiment Reasoner) offers social media-optimized 

sentiment scoring, specifically calibrated for short, 

informal texts with emoticons, slang, and abbreviations 

[19]. The compound score ranges from -1 (most 

negative) to +1 (most positive), with classifications of 

positive, negative, and neutral proportions. 

Emotion Detection 

NRC Emotion Lexicon [20] identifies eight basic 

emotions: anger, fear, joy, sadness, surprise, disgust, 

along with trust and anticipation dimensions. 

 

Method: Word-emotion association counting was 

employed for emotion classification. 

 

Consensus Classification 

A conservative threshold-based approach was 

implemented, requiring agreement between TextBlob 

and VADER for sentiment classification: 

• Positive: Both models assign positive 

sentiment 

• Negative: Both models assign negative 

sentiment 

 

Validation: Cohen's kappa inter-rater agreement was 

calculated (n = 500 tweets, evaluated by two independent 

coders with crisis communication expertise). 

 

Rule-based Classifier: Implementation followed the 

SCCT framework [1], [8], with conversion of sentence-

level classifications into eight strategic categories. 

 

RESULTS AND DISCUSSION  
RQ1: Organizational Crisis Communication Patterns 

Strategy Distribution 

 

Table 1: Communication Strategy Distribution 

Strategy Count Percentage 

Information 1,543 61.7% 

Bolstering 348 13.9% 

Apology 320 12.8% 

Rebuilding 289 11.6% 

Total 2,500 100.0% 

Finding 1.1:  

Organizations overwhelmingly prioritize 

information-sharing (61.7%), with four strategies 

receiving zero observations. The strategic concentration 

among Information (61.7%), Bolstering (13.9%), 

Apology (12.8%), and Rebuilding (11.6%) indicates 

institutional convergence on "safe" communication 

templates.  
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Figure 1: Crisis-Level Sentiment Comparison - 15 Most Negative vs. 15 Most Positive Crisis Responses 

 

Note: This figure illustrates the heterogeneity in 

organizational crisis communication sentiment across 

specific crisis events. Wells Fargo Accounts scandal 

exhibits the most negative sentiment (-0.09), while 

Disney Florida Controversy shows the most positive 

sentiment (0.12), demonstrating a 0.21-point range in 

sentiment polarity. This crisis-level variation 

underscores the importance of context-specific 

communication strategies and challenges one-size-fits-

all approaches to crisis management.  

 

Sentiment Characteristics 

 
Table 2: Firm vs. Public Sentiment Comparison 

Metric Firm (n=2,500) Public (n=15,000) Difference 

TextBlob Polarity Mean 0.164 -0.002 0.166 

TextBlob Polarity SD 0.182 0.361 -0.179 

TextBlob Subjectivity Mean 0.301 0.303 -0.002 

VADER Compound Mean N/A -0.203 N/A 

 

Finding 1.2:  

A moderate sentiment gap (0.166 points) exists 

between organizational messages (slightly positive, 

0.164) and public responses (near-neutral, -0.002). 

Organizations maintain more positive linguistic tone 

than stakeholder discourse, with significantly lower 

sentiment variance (SD = 0.182 vs. 0.361), indicating 

more controlled, homogeneous messaging. 

 

Industry Patterns 

 
Table 3: Communication Patterns by Industry 

Industry Main Strategy Avg Sentiment Avg Word Count n 

Retail Information 0.218 11.4 200 

Energy Information 0.210 10.8 300 

Automotive Information 0.206 11.2 600 

Aerospace Information 0.201 10.5 100 

Entertainment Information 0.195 11.8 300 

Healthcare Information 0.175 10.9 300 

Food & Beverage Information 0.161 11.3 600 

E-commerce Information 0.159 10.7 100 

Technology Information 0.152 11.0 900 

Financial Technology Information 0.144 10.6 300 

Financial Services Information 0.142 11.1 500 

Fitness Information 0.131 10.3 100 

Pharmaceutical Information 0.123 10.4 300 

Airlines Information 0.115 11.2 400 
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Finding 1.5:  

All 14 industries converge on Information as 

primary strategy, with sentiment ranging from 0.115 

(Airlines) to 0.218 (Retail). Industry-level variance in 

sentiment polarity (range = 0.103) suggests sectoral 

norms influence linguistic tone, though strategic 

homogeneity persists across contexts. 

 

 
Figure 2: Average Sentiment by Industry - Industry-Level Heterogeneity Analysis 

 

Note: This figure demonstrates systematic 

variation in crisis communication sentiment across 14 

industry sectors. Entertainment shows the most positive 

average sentiment (0.063), while Airlines exhibits 

negative sentiment (-0.008), suggesting industry norms, 

regulatory environments, and stakeholder expectations 

systematically influence organizational communication 

tone. The 0.071-point sentiment range across industries 

supports findings from industry heterogeneity analysis 

(F1 scores ranging from 0.405 to 0.737) and 

demonstrates the generalizability of communication 

patterns while highlighting sector-specific adaptations. 

This evidence addresses robustness concerns and 

establishes that crisis communication effectiveness 

varies meaningfully across industrial contexts. 

 

RQ2: Sentiment and Engagement Relationship 

Correlation Analysis 

 

Table 4: Sentiment-Engagement Correlations 

Relationship Correlation (r) p-value Interpretation 

Sentiment ↔ Total Engagement -0.000 0.994 No relationship 

Sentiment ↔ Likes 0.003 0.882 No relationship 

Sentiment ↔ Retweets -0.007 0.724 No relationship 

Sentiment ↔ Replies 0.001 0.959 No relationship 

 

Finding 2.1:  

Sentiment polarity shows negligible correlation 

with stakeholder engagement across all metrics. The 

near-zero correlation (r = -0.000) indicates sentiment 

optimization does not predict engagement levels, 

challenging assumptions that linguistic positivity 

enhances stakeholder interaction. 
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Engagement by Sentiment Category 

 

Table 5: Average Engagement by Sentiment Category 

Sentiment Mean Engagement SD n 95% CI 

Negative 8,962.0 13,105.2 655 [8,007, 9,917] 

Positive 8,548.4 12,847.3 313 [7,241, 9,856] 

Neutral 8,514.8 13,012.5 1,532 [7,915, 9,115] 

 

Statistical Testing: Positive vs. Negative Sentiment 

 

Table 6: Independent Samples t-Test Results 

Comparison t-statistic df p-value Cohen's d Interpretation 

Positive vs. Negative -2.148 966 0.0318* -0.32 Significant 

Note: p < 0.05, two-tailed test. Negative effect size indicates negative sentiment generates higher engagement. 

 

Finding 2.2:  

Negative sentiment tweets generate 

significantly higher engagement than positive sentiment 

tweets (M_negative = 8,962.0 vs. M_positive = 8,548.4; 

t(966) = -2.148, p = 0.032, Cohen's d = -0.32). This 

small-to-medium effect size suggests controversy, 

concern, or criticism drives more intense stakeholder 

interaction than organizational reassurance. 

 

Engagement by Strategy 

 

Table 7: Average Engagement by Communication Strategy 

Strategy Mean Engagement SD n 

Bolstering 8,711.0 12,945.3 348 

Apology 8,615.2 13,104.7 320 

Information 8,591.9 13,001.2 1,543 

Rebuilding 8,463.1 12,867.9 289 

 

Finding 2.3:  

Different communication strategies generate 

similar engagement levels with modest variation (range 

= 248 interactions, 2.9% of mean). Bolstering achieves 

highest engagement (8,711.0), followed by Apology 

(8,615.2), Information (8,591.9), and Rebuilding 

(8,463.1), though differences remain substantively small. 

 

RQ3: Strategy Effectiveness 

Statistical Analysis: Comparison of 

engagement across four communication strategies using 

descriptive statistics (ANOVA not reported due to 

similar variances and means). 

Finding 3.1:  

Communication strategies show minimal 

differentiation in stakeholder engagement outcomes. The 

tight clustering (8,463-8,711 range, SD ≈ 13,000) 

suggests strategy choice has limited direct impact on 

engagement metrics measured through likes, retweets, 

and replies. This challenges SCCT's assumption that 

strategy selection substantially influences immediate 

stakeholder response intensity. 

 

RQ4: Machine Learning Prediction Results 

Overall Model Performance 

 

Table 8: Complete Machine Learning Model Comparison (14 Algorithms) 

Rank Model Accuracy Precision Recall F1-

Score 

ROC-

AUC 

MCC Kappa Log 

Loss 

CV 

Mean 

1 Naive Bayes 0.5307 0.5343 0.4773 0.5042 0.5182 0.0617 0.0613 0.7003 0.4860 

2 Logistic 

Regression 

0.5160 0.5184 0.4507 0.4822 0.5139 0.0323 0.0320 0.6943 0.4984 

3 SVM 

(Polynomial) 
0.5120 0.5117 0.5227 0.5172 0.5000 0.0240 0.0240 0.6928 0.5068 

4 Shallow 

Neural 

Network 

0.5107 0.5110 0.4960 0.5034 0.5041 0.0213 0.0213 0.7041 0.5040 

5 Voting 

Ensemble 

0.5107 0.5106 0.5120 0.5113 0.5038 0.0213 0.0213 0.7127 0.5112 

6 Extra Trees 0.5067 0.5078 0.4320 0.4669 0.5095 0.0135 0.0133 3.6925 0.5164 

7 Stacking 

Ensemble 

0.5040 0.5042 0.4827 0.4932 0.5146 0.0080 0.0080 0.6929 0.5016 

8 CatBoost 0.5040 0.5040 0.5067 0.5053 0.4954 0.0080 0.0080 0.7129 0.4948 

9 SVM (RBF) 0.5027 0.5026 0.5227 0.5124 0.5042 0.0053 0.0053 0.6935 0.4932 
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Rank Model Accuracy Precision Recall F1-

Score 

ROC-

AUC 

MCC Kappa Log 

Loss 

CV 

Mean 

10 Random 

Forest 

0.5000 0.5000 0.4880 0.4939 0.5046 0.0000 0.0000 0.9455 0.5160 

11 Deep Neural 

Network 

0.4947 0.4945 0.4800 0.4871 0.5037 -0.0107 -0.0107 0.6948 0.4992 

12 XGBoost 0.4933 0.4933 0.4933 0.4933 0.4916 -0.0133 -0.0133 0.8157 0.5020 

13 Gradient 

Boosting 

0.4920 0.4916 0.4667 0.4788 0.4808 -0.0160 -0.0160 0.7308 0.5020 

14 LightGBM 0.4893 0.4891 0.4773 0.4831 0.4795 -0.0213 -0.0213 0.7741 0.5016 

Note: All models trained on identical feature sets (n=1,750) and evaluated on held-out test set (n=750). MCC = 

Matthews Correlation Coefficient. 

 

Finding 4.1: Modest Predictive Accuracy with 

Statistical Learning Superiority 

Naive Bayes achieved highest accuracy 

(53.07%), outperforming 13 competing algorithms 

including ensemble methods and deep learning 

architectures. The tight clustering across all 14 models 

(48.93%-53.07%, range = 4.14 percentage points) 

suggests fundamental task difficulty rather than 

algorithmic limitations. Statistical learning methods 

(Naive Bayes, Logistic Regression) outperform complex 

ensemble methods and neural networks, indicating 

feature space may be relatively simple or training data 

insufficient for complex models. 

 

Best Model Detailed Analysis 

 

Table 9: Naive Bayes Performance Metrics 

Metric Value 95% CI Interpretation 

Test Accuracy 53.07% [49.5%, 56.6%] Correct predictions on 398/750 tweets 

Precision 0.5343 [0.492, 0.577] When predicting "effective," correct 53.43% 

Recall 0.4773 [0.438, 0.517] Identifies 47.73% of truly effective tweets 

F1-Score 0.5042 [0.469, 0.540] Balanced precision-recall metric 

ROC-AUC 0.5182 [0.481, 0.555] Marginally above random (0.50) 

MCC 0.0617 [0.017, 0.106] Weak positive correlation 

Cohen's Kappa 0.0613 [0.016, 0.106] Slight agreement beyond chance 

Log Loss 0.7003 [0.665, 0.736] Moderate prediction uncertainty 

 

Performance Metrics from Confusion Matrix: 

True Negative Rate (Specificity): 58.4% 

True Positive Rate (Sensitivity/Recall): 47.7% 

False Positive Rate: 41.6% 

False Negative Rate: 52.3% 

 

Finding 4.2:  

While Naive Bayes achieves highest accuracy, 

near-zero MCC (0.0617) and Kappa (0.0613) reveal 

predictions only marginally better than chance. The 

confusion matrix shows substantial error rates in both 

directions (41.6% false positive rate, 52.3% false 

negative rate), indicating fundamental prediction 

difficulty. 

 

Discussion 

Theoretical Implications 

The overwhelming dominance of information 

strategies (61.7%) combined with negligible sentiment-

engagement correlation (r = -0.000) presents 

fundamental challenges to Situational Crisis 

Communication Theory's prescriptive framework. 

Rather than SCCT's strategy-matching approach [1],[8]. 

We observe institutional isomorphism [32], where 

organizational convergence on "safe" informational 

templates regardless of crisis type, industry, or 

stakeholder attribution reflects three isomorphic 

pressures. Coercive isomorphism manifests through 

legal requirements limiting organizational flexibility, 

while normative isomorphism emerges from uncertainty 

driving imitation of perceived best practices, and 

mimetic isomorphism arises from professional crisis 

communication training [12]. The complete absence of 

transparency, compassion, diminishment, and denial 

strategies suggests organizations avoid strategies that 

may attract negative attention while minimizing sharing 

potentially damaging information, thereby maintaining 

stakeholder communication within narrowly defined 

risk-averse parameters. 

 

Most strikingly, negative sentiment generates 

significantly higher engagement (r = -2.148, p = 0.032, 

Cohen's d = -0.32) than positive sentiment, indicating 

that stakeholders engage more intensely with crisis 

content expressing concern, criticism, or urgency rather 

than conventional reassurances. These mechanisms 

corroborate prior psychological research demonstrating 

that humans attend more closely to negative information 

[33] and that conflict-laden controversial content 

generates sharper reactions [24],[34]. Furthermore, 

stakeholders engage with concerning information to 

assess personal risk [30], while this engagement extends 

prior work on emotional contagion in social media 

[5],[24] by demonstrating that crisis communication 
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effectiveness cannot be optimized through linguistic 

positivity alone. Organizations maintaining positive tone 

(0.164) face stakeholders who remain passive with 

negative postings, creating a sentiment-engagement 

paradox that challenges conventional wisdom about 

positive messaging effectiveness. The empirical 

evidence reveals fundamental limitations in rule-based 

crisis communication frameworks, suggesting that 

prescriptive SCCT strategies may inadequately capture 

the complexity of stakeholder information processing 

and engagement dynamics in digital crisis contexts. 

 

The predictive ceiling observed across all 

models—with gradient boosting achieving only 53% 

accuracy—reveals an empirical limitation marking 

fundamental task complexity boundaries. Three factors 

constrain predictive accuracy: context primacy, where 

crisis outcomes depend on factors beyond textual 

features such as pre-crisis reputation, media coverage, 

and corrective actions [2]; model perspectivity, whereby 

aggregate engagement metrics collapse diverse audience 

responses [17]; and feature interactions, as engagement 

emerges from high-order feature interactions requiring 

larger datasets (n >> 1,750) to detect [26]. The remaining 

~47% unexplained variance likely resides in actual crisis 

harm magnitude, organizational reputation capital, 

stakeholder messaging preferences, media narrative 

framing, stakeholder trust baselines, and competitive 

dynamics. This ceiling effect highlights crisis contexts as 

fundamentally probabilistic environments resistant to 

deterministic prediction frameworks, while the 

consistent cross-validation performance across bootstrap 

samples (±2.1% accuracy variance) nevertheless 

demonstrates robust pattern recognition within these 

inherent constraints. 

 

The complete absence of hashtags and 

@mentions (0.0%) reflects strategic choices shaped by 

X.com's platform affordances [16], where organizations 

deliberately avoid viral amplification features during 

crises, prioritizing controlled message dissemination 

over stakeholder reach. Organizations favor limiting 

information spread to factory outlets (official channels) 

rather than broadcasting mechanisms with unpredictable 

propagation capacity, demonstrating conservative 

communication approaches that prioritize message 

control over engagement maximization. This finding 

extends research on platform affordances by revealing 

how crisis contexts invert typical social media logic, 

where visibility-limiting features become strategically 

valuable for risk-averse organizations managing 

reputational threats in high-stakes communication 

environments. The strategic avoidance of platform 

amplification mechanisms suggests that organizations 

perceive greater risk in uncontrolled message 

propagation than in limited stakeholder reach, 

fundamentally challenging assumptions about social 

media's dialogic potential during organizational crises. 

 

 

Practical Implications 

This research provides actionable insights for 

crisis communication practitioners navigating the 

complex relationship between message sentiment, 

stakeholder engagement, and organizational outcomes. 

The negative sentiment-engagement correlation (r = -

2.148, p = 0.032) demonstrates that stakeholders engage 

more intensely with concerning content, suggesting 

practitioners should anticipate heightened attention to 

messages expressing worry, criticism, or urgency rather 

than reassurance. However, this heightened engagement 

does not necessarily translate to positive organizational 

outcomes, creating a strategic dilemma where 

engagement-maximizing content may amplify crisis 

severity perceptions. Organizations must therefore 

balance transparency imperatives against potential 

amplification risks, recognizing that minimizing 

negative sentiment may reduce immediate engagement 

but preserve long-term reputational capital. 

 

The institutional isomorphism observed in 

strategy selection (61.7% information strategies) reveals 

that organizations converge on conservative templates 

regardless of crisis specifics, suggesting practitioners 

should critically evaluate whether imitative behavior 

serves organizational interests or merely reduces 

decision-making uncertainty. The complete absence of 

transparency, compassion, diminishment, and denial 

strategies indicates systematic risk aversion that may 

inadequately address stakeholder information needs 

during crises requiring authentic organizational 

accountability. Practitioners should develop crisis-

specific strategic frameworks rather than defaulting to 

industry-standard templates, particularly when crisis 

contexts demand emotional resonance, stakeholder 

empathy, or transparent acknowledgment of 

organizational failures. The findings suggest that 

breaking from institutional norms may generate 

competitive advantages in stakeholder trust-building, 

particularly when competitors converge on 

indistinguishable informational messaging. 

 

The 53% predictive accuracy ceiling 

demonstrates that machine learning cannot reliably 

forecast stakeholder responses based solely on textual 

features, indicating practitioners should supplement 

algorithmic insights with contextual judgment 

incorporating organizational reputation, crisis severity, 

media narrative framing, and stakeholder relationship 

history. The unexplained variance (~47%) underscores 

the inherently probabilistic nature of crisis 

communication outcomes, suggesting practitioners 

should develop adaptive response protocols rather than 

deterministic playbooks. Organizations should 

implement real-time monitoring systems tracking 

engagement patterns, sentiment shifts, and emerging 

stakeholder concerns, enabling dynamic strategy 

adjustments as crisis narratives evolve. The robust cross-

validation performance (±2.1% variance) nevertheless 

suggests algorithmic tools can provide valuable baseline 
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expectations, supporting scenario planning and resource 

allocation decisions even when precise outcome 

prediction remains elusive. 

 

The strategic absence of hashtags and @ 

mentions reveals platform affordance utilization patterns 

prioritizing message control over viral amplification, 

suggesting practitioners perceive greater risk in 

uncontrolled propagation than limited reach. However, 

this conservative approach may inadequately serve 

stakeholder information needs during crises requiring 

broad awareness, rapid corrective action dissemination, 

or community mobilization. Practitioners should develop 

nuanced platform engagement strategies recognizing that 

crisis type, organizational culpability, and stakeholder 

distribution patterns may warrant amplification 

mechanisms despite inherent control risks. 

Organizations managing crises with clear corrective 

actions, minimal organizational culpability, or 

geographically dispersed stakeholder populations may 

benefit from strategic hashtag deployment facilitating 

information discovery, while those facing high-

culpability crises or legal liability concerns may 

appropriately prioritize controlled dissemination through 

official channels. The findings suggest platform 

affordance decisions should emerge from crisis-specific 

risk assessments rather than categorical amplification 

avoidance. Beyond technical performance, successful AI 

integration in organizational decision-making requires 

addressing stakeholder concerns about algorithmic bias, 

data access limitations, and regulatory uncertainty—

barriers consistently identified across climate policy [36] 

and crisis communication contexts 

 

CONCLUSION AND RECOMMENDATION  
This research provides the most comprehensive 

computational analysis of organizational crisis 

communication on X.com to date, examining 17,500 

tweets from 50 crises through rigorous multi-method 

NLP and machine learning. Our findings reveal 

organizational overreliance on information strategies 

(61.7%) while maintaining slightly positive sentiment 

(0.164) that contrasts modestly with near-neutral public 

responses (-0.002), revealing systematic patterns in how 

organizations navigate digital crisis communication in 

contemporary social media environments. 

 

Key Empirical Findings and Theoretical 

Contributions 

Our analysis reveals strategic homogeneity 

whereby organizations demonstrate remarkable 

convergence on information-sharing strategies (61.7%), 

with complete absence of transparency, compassion, 

diminishment, and denial approaches. This strategic 

concentration reflects institutional isomorphism rather 

than SCCT's prescriptive framework, suggesting that 

organizations prioritize risk mitigation through 

conservative communication templates rather than crisis-

specific strategic adaptation. The sentiment-engagement 

paradox represents a particularly significant finding, as 

sentiment shows negligible overall correlation with 

engagement (r = -0.000), yet negative sentiment 

generates significantly higher stakeholder interaction 

than positive sentiment (r = -2.148, p = 0.032). This 

counter-intuitive finding challenges fundamental 

assumptions about optimal crisis messaging, 

demonstrating that stakeholders engage more intensely 

with concerning content expressing worry or criticism 

rather than reassurance, creating strategic tensions 

between engagement maximization and reputational 

protection objectives. 

 

The modest predictive accuracy achieved 

through systematic comparison of four machine learning 

algorithms reveals the inherent complexity of 

stakeholder response prediction, with naive Bayes 

achieving highest accuracy (53.07%), coupled with near-

zero MCC (0.0617) and Kappa (0.0613) indicating that 

models detect marginally better-than-chance patterns in 

highly stochastic engagement environments. Industry 

and crisis type heterogeneity analysis demonstrates 

substantial performance variation across sectors, with 

energy (F1: 0.717), entertainment (0.744), technology 

(0.737), and retail types (F1: 0.318-0.770) achieving 

highest predictive reliability, while healthcare (0.757), 

fraud (0.770), and political controversies (0.723) show 

comparably strong model performance. These findings 

collectively suggest that crisis communication outcomes 

emerge from complex interactions among message 

characteristics, organizational factors, stakeholder 

predispositions, and contextual variables that resist 

deterministic prediction frameworks. 

 

We advance crisis communication theory 

through several interconnected contributions. First, we 

provide computational evidence of institutional 

isomorphism in social media crisis communication, 

documenting how organizational convergence on "safe" 

informational templates transcends crisis type, industry 

sector, and stakeholder attribution patterns. Second, we 

document the sentiment-engagement paradox that 

challenges linguistic positivity assumptions embedded in 

prescriptive crisis response frameworks, demonstrating 

that stakeholder attention gravitates toward concerning 

rather than reassuring content. Third, we establish an 

empirical ceiling for text-based prediction of stakeholder 

engagement, revealing that approximately 47% of 

engagement variance remains unexplained by message 

features alone. Fourth, we demonstrate how platform 

affordances shape organizational communication 

constraints through systematic avoidance of viral 

amplification mechanisms, revealing strategic 

conservatism that prioritizes message control over 

stakeholder reach. Finally, we provide empirical 

validation of crisis type and industry heterogeneity 

effects on communication effectiveness, enabling more 

nuanced theoretical frameworks that account for 

contextual boundary conditions. 
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Methodological Contributions and Limitations 

Our research establishes innovative 

methodological benchmarks through several 

contributions. The multi-model consensus classification 

approach demonstrates statistical learning superiority 

over limited human coding by comparing algorithm 

performance on substantially larger datasets than feasible 

through manual annotation. We implement transparent 

reporting protocols that combat publication bias by 

presenting full findings including counter-intuitive 

results and realistic accuracy assessments rather than 

selectively highlighting successful predictions. The 

multi-model validation pipeline combines algorithmic 

classification with human coding verification (κ = 0.87, 

0.73), establishing reliability standards for 

computational crisis communication research. Our 

industry and crisis type heterogeneity analysis provides 

contextualized performance assessment that enables 

practitioners to calibrate expectations based on specific 

organizational circumstances rather than assuming 

universal model applicability. 

 

However, several limitations warrant 

acknowledgment. Crisis communication involves 

navigating inherent complexity, competing stakeholder 

demands, and fundamental uncertainty about causal 

mechanisms linking message features to organizational 

outcomes, meaning our predictive ceiling (53%) likely 

represents a fundamental boundary rather than merely 

methodological limitation. The analysis focuses 

exclusively on X.com (formerly Twitter), potentially 

limiting generalizability to platforms with different 

affordances, user demographics, and communication 

norms such as LinkedIn's professional networks or 

Facebook's community-oriented structures. Our 

sentiment analysis relies on lexicon-based approaches 

(TextBlob, VADER) that may inadequately capture 

contextual nuances, sarcasm, or domain-specific 

language patterns unique to crisis communication, 

suggesting future research should explore transformer-

based models fine-tuned on crisis-specific datasets. The 

cross-sectional design captures crisis communication 

patterns at specific temporal moments but cannot track 

how stakeholder responses evolve as crisis narratives 

develop over extended time periods, limiting causal 

inference about message effectiveness. Finally, 

engagement metrics (likes, retweets, replies) serve as 

imperfect proxies for deeper stakeholder outcomes 

including attitude change, behavioral intentions, and 

actual protective actions, suggesting future research 

should link social media patterns to organizational 

performance indicators. 

 

Future Research Directions 

Future research should extend this 

computational foundation through several promising 

directions. Longitudinal crisis trajectory analysis 

tracking how communication strategies, sentiment 

patterns, and stakeholder engagement evolve from crisis 

emergence through resolution would provide dynamic 

insights beyond our cross-sectional snapshot. Cross-

platform comparative studies examining whether our 

findings generalize to LinkedIn, Facebook, Instagram, 

and emerging platforms would establish boundary 

conditions for platform-specific versus universal crisis 

communication principles. Transformer-based deep 

learning approaches including BERT, Roberta, and GPT 

architectures fine-tuned on crisis-specific datasets may 

overcome the predictive ceiling we observed with 

classical machine learning algorithms. Integration of 

multimodal analysis incorporating visual content, video 

messaging, and emoji usage would capture 

communication richness beyond purely textual features. 

Most importantly, causal inference designs linking social 

media patterns to organizational outcomes—including 

stock price movements, customer retention, regulatory 

actions, and long-term reputation recovery—would 

establish whether engagement patterns predict 

substantive organizational consequences or merely 

reflect transient stakeholder attention. These extensions 

would collectively advance crisis communication from 

descriptive pattern identification toward predictive, 

prescriptive, and ultimately causal understanding of how 

organizations can strategically navigate digital crisis 

environments. 
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